TEXAS A&M

l1 VERSITY

KINGSVILLE®

ABSTRACT

Renewable energies remain the main response to curb
global warming. However, there is still a long way to go
to achieve total renewable energy consumption. To
achieve this, the artificial neural network (ANN)
approach, which is an artificial intelligence (Al) model,
IS an asset to consider. This paper aims to improve the
activation function an existing Recurrent Neural
Network (RNN) to minimize the losses in solar energy
generated from the solar panel during its integration into
the power grid. By reducing the loss, the production
renewable energy iIncreases. The RNN 1Is designed In

Energy Integration

Taofiki Saliyu, Department of Electrical engineering and Computer Science, Texas A&M
University - Kingsville

FPGA implementation of Neural Network controller for a Solar

MATERIALS & METHODS

* FPGA board Cyclone IV EP4GX150DF31C7N
 Solar panel
* Quartus Prime 17.1 -Lite Edition
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Figure 1: Neural network design with 2 hidden layers of 6 nodes each and 2 output nodes

¢ Designing of four equivalent of models of tanh for comparison of time of execution
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Figure 2 : Artificial neuron schematic design
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DISCUSSION

« The five equivalent tanh functions were designed for simulation on

FPGA board Cyclone IV EPA4GX150DF31C7N, to improve the

performance of an ANN and to obtain the accurate output value of the

digital circuit.

« The simplification of the of the ANN activation function in algebraic
form eased its implementation on an FPGA board.

« Duration for building neural network was not sufficient, as a result, the
research was held partly by PHD student.

« Using the 32-bit floating point data type provides accuracy results but

remains difficult to implement because it is not synthesizable.

VDH L Ianguage and embedded on the Fleld The first model of tanh : The second equivalent model of  The Third equivalent model : e il 9 — * Foran efﬁCienCy In a future StUdy’ itwould be better to use a Iarge FPGA
Programmable Gate Array (FPGA) board for s . x s e board.

Implementation. With a quantitative approach, data anh0o = el v o »  Several tests of this comparison need to be performed on different
collected from the solar panel are converted in 32 bits e +1 Lix +1 3+ X2 FPGA boards to confirm the finding of this research.
floating-point. The NN 1Is trained to reduced loss of the 3/x1 5 e CONCLUSION

Input data. The reinforcement attribute of the RNN track 5/x + 1 S e e . .
errors in the forward feeding of neurons (nodes) and N * By comparing five equivalent functions of the hyperbolic tangent, it
create adjustments on the output. In summary, the energy P : +X2 turned out that the model four takes less memory size on the board, has
lost with the designed artificial neural network controller v e faster compilation and has improved the clock latency.

IS significantly lower compared to the standard solar = » The choice of the activation function is the key element to define the
controller. This study demonstrated that highly Fourth eauivalent model of tanh: Flith equivalent model of tanh . training of the neural network.

optimization of digital and analog devices can be X7+ 378x5+ 17325x5+135135 tanho=aG) )

a(x) = ((( x>+ 378)x2 + 17325)x? + 135135)x
b(x)= ((28x? + 3150)x? + 62370)x? + 135135

* In the digital circuit, the implementation of a trigonometric or

28x5 + 3150x4 + 62370x? + 135135

achieved by designing circuit based on the approach of
artificial.

exponential function or any complicated function can be done by

Table 1: Five algebraic equivalent expressions of hyperbolic tangent function Figure 3: Schematic of the fourth model of tanh function.

replacing it with an equivalent algebraic expression.
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